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1 ROLHEE, *FHALATHRE [ChatGPT (F % v b GPT) 7% &, ALA Rl - P8
TS L 72T ALBHIE (AL Judge) IO W REYE & FREIC O W CHZE L 2B 7 L — 7 O TH 5.
INEGH, FORMD~5)I52 L. BEEE[ 1 |~[ 15 ])

Artificial intelligence (A.L)judging has become a reality. Last month, a Colombian judge used
ChatGPT to create part of his judicial® opinion. Colombia is not alone. Estonia has piloted a robot
judge, and the United States and Canada increasingly use A.lL tools il(’lA) law.

These recent events have sparked a debate about “unethical®™ uses of Al in the judiciary™.
As the technological hurdles to AL judging lower, the remaining barriers are ones of law and ethics.

VA

Would it be fair to citizens for an A.lL judge — an algorithmic* decision-maker — to resolve
disputes? This is a complex legal and ethical question, but one useful piece of data is the views
of citizens themselves. We conducted experiments on a representative sample of 6,000 U.S. adults
to examine this question. And the results are surprising: Citizens ( a ) always see AL in

the courtroom as unfair.

This result — human judges are not always seen as fairer than A.I judges — challenges
conventional wisdom. Commentators have long seen the administration of justice as a distinctively”
human entergise. The task of judging calls ( b ) for knowledge and accuracy but also a
respect for the dignity of the parties involved. If AI were incapable of conveying such an

attitude, then human judges would have a unique procedural® justice advantage over machines.

At first sight, our results support this intuition® that human judges are fairer. Ordinary citizens
generally evaluate Al judges as less fair than human judges. In our first study, participants
evaluated one of three scenarios™ a contract dispute, bail* determination, or criminal sentencing”.
Summing across all scenarios of the first study, human judges received an average procedural
fairness score of approximately 4.4 on a 7-point scale. A.L judges scored very slightly below 4.
We call this perc(g)ived difference ( ¢ ) the “human-A.l fairness gap.” All else equal, people

evaluate legal procedures before a human judge as fairer than legal procedures before an A.L

judge. The human-A.l fairness gap persists across diverse legal areas and issues.

However, we also discover that this human-A.l. gap can be partially offset” by increasing the
Al judge’s interpretability® and ability to provide a hearing®. A hearing affords a party the

opportunity to speak and be heard. A decision is interpretable if it can be presented in a logical
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form and if it is possible to understand how changes in inputs affect outcomes. Both a hearing
and an interpretable decision help ordinary judgments of fairness, whether the decision-maker is
a human or an AL Strikingly, a human-led procedure that does not offer a hearing and makes
uninterpretable decisions is not seen as being fairer than an A.l-led procedure that offers a

hearing and makes interpretable decisions.

This is surprising since one might have believed a hearing in front of ( d ) to be
meaningless. For ordinary citizens to feel they have been listened to seems to require a decision-
maker possessing the uniquely human capacity for empathy*. Yet, we find that a machine
described as being able to recognize spe(rey)ch and facial expressions and trained to detect emotions

can help people’s perceptions of procedural justice.

Similarly, much of the legal-ethical discussion over Al has been centered around interpretability
of algorithms. Often, the debate implies that comparable decisions by humans are interpretable.
However, commentators have noted that humans are typical black boxes®. Human decision-
making is not always clear to the decision-maker, never mind other humans. And we find that

people do care about the interpretability of both human and A.IL decision-making.

How do we get from these findings to the conclusion that the human-A.L fairness gap might
one day be offset? Well, even today, full hearings in front of human judges are not always
provided because of resource limitations. For example, an asylum hearing® will often only last
several minutes. The same is true for bail hearings. Similarly, human judicial decisio(rfé are not
perfectly interpretable. Human legal opinions vary in their readability, and A.L tools can already
provide highly readable text. It is not clear that AL tools can currently produce more interpretable

judicial opinions than humans, but their ability to pass as legal reasoners® is impressive. For

example, ChatGPT recently passed four Minnesota Law School exams.

Finally, our studies suggest that the human-A.l fairness gap is mainly driven by the belief
that human judges are still more accurate than machines. However, ( e ) are and
increasingly will be domains® where machines will be demonstrably® more accurate than humans,
such as tumor® classification. And experts predict that AL will exceed human performance in

other fields over the next century.

Adapted from an article by Alexander Stremitzer, Benjamin M. Chen, and Kevin Tobia,

February 28, 2023, Slate
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(7) barriers
(D technologies @ hurdles
@ judges @ judgments
BEES
(1) approximately
M about @ relatively
@ more than @ less than
BEES
(%) capacity
(M space @ intuition
® size @ ability
BEES
() only last several minutes
() be held in the last few minutes ® De held only for a few cases

® De very short

®

be quite random
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4) AXOWNEELEBRBTBHDED~Q05=28E~, 1721, MEDIETFIZMb %V,

(D It is conventionally assumed that AL judges are not as fair and accurate as human
judges.

@ A way to decrease the human-A.L fairness gap is yet to be discovered.

@ The ability of AL to deal with people’s feelings can give them an impression of a fair
judicial procedure.

@ Al judges legal decisions are more difficult to read and understand than those of
human judges.

@ Human judges’ decision-making may not be well understood by other human judges on
the same case.

@ A current AL judge cannot even be regarded as good as any law school students.

® AT will be unable to do anything better than human doctors.
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5) ZORFDNIA PLELTRISESDLVbDIZENRD, D~Oh5—2E,
(D How Far Has AL Technology Reached? Not at All in the Judiciary
@ Who Will Be in the Courtroom? No Robots, As You Know
@ Would Humans Trust an AL Judge? More Easily Than You Think
@ Can You Imagine an Al Judge? Don't Worry, It Won't Happen
@ Who Has Ever Been Judged by a Robot? Well, I Am the Onel!
@ Why Do We Need Human Judges? Well, AL Judges Will Never Listen to Us!

MEES | 15 |
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wEES | 16 |~ 30 |)
1) He won't be able to join us for lunch unless he his tasks.

(® finishes @ finish

® s finished @ will finish

2) I'm amazed how long they constantly working on this project.
(D has been @ have been
@ have @ had

3) She walked into the classroom | 18 |.

(D smile @ smiling
® smiled @ smiles

4) He would rather indoors than go for a walk on a rainy day.

@ stay @ to stay

@ staying @ stays

5) The door by the repairperson.
M s fixing @ s fix
® is being fixed @ fixed

6) Tom is sure being offered the job.
D t @ at
® for @ of

7) It's time you for the exam.

(D have studied

@ studying

®

studies

®

studied

8) Sheis as her mother.

®

() as a good teacher as good a teacher

S

® good an as teacher as good teacher
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9) They got the device in no time.
(D working @ works
® worked @ work

10) He has friends in different countries.
(M quite a few @ quite a little

® a quite few @ a quite little

11) from a long day at work, Susan collapsed on the bed.
() Exhausting @ Exhaustion
® Exhaust @ Exhausted

12) The new computer can function faster than the old one.
(D) two and half a time @ two and a half times

® half and two times @ half a times and two

13) I have three sisters, are married.
() all of whom ® all of them
® both of whom @ both of them

14) AsTIjust from another school, I still have no friends to talk to in this school.
() am transferring @ transfer

® had transferred @ transferred
15) I come to this coffee shop, I order the same dish.

() Whenever @ However
® Whichever @ Whomever
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It 31 32 get to Matsuyama University from here.

(@D might @ about (@ take @ me G to @ anhour)
HEES | 31 |
wEES | 32 |

2) AR, TAMEZITAZRLYICLR- MERET DL, ERIZEo 7,
The teacher told her to W ’T‘ a test.
(@) taking @ of ® report @ a (® instead ® submit )
wmEES | 33 |
BEES | 34 |
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This officer 35 36
(@ charge @ project @ of @ in (@ is @ that)
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4) COFRIEBRRRZINDIONEEE ) 2,

Visiting Dogo Onsen this spring 37 38 me.
(D good @ to (@ sounds @ idea (O a @ like)
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38
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5 BB ELTENo72DT, WEFIZHTL L) RLEDND 72,

I had a terrible toothache, so I ’T‘ ’T‘ by the dentist.
(@ checked @ to (@ have @ teeth (G my (© had)
REES
REES
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2)

3)

D) ~5) DEFEOTHE T OH»s, RRICEIDH D% 2120 ~@H 5 —2%E~,

A  What's the matter? You look very pale.

®

B T always get nervous when flying.

A : Oh, we'll be fine. According to statistics, airplane travel is much safer than driving.

®

B 1 know, but still, I can be sure a heavy mass of metal can stay in the air.

®

A : Welcome to our university. Is this the first time you've been to Japan?

B : Yes, I always dreamed of visiting there, but I haven't had the chance.

@

A T hope you enjoy your stay. Okay, let's get down to business.

B : Right. As you know, we have more and more students applying for our exchange

®

program each year.

A  Would you like some tea or coffee, sir?
B : Do you have anything else? My doctor says I should stay away from

drinks containing caffeine.

®

A  Sorry, I'm afraid there is nothing else.

®

B : Then, could you have a glass of water?

A : Sure. Just a moment, please... Here you are, sir.

®
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4)

5)

. Oh, you are watching tennis? I didn't know you were a fan of the sport.

0

. No, I'm not. I have nothing to do, and this is the least boring thing on TV.

®

. Then, you should turn it out. Why don’t you come shopping with me?

®

. Okay, but only if we can get some ice cream after that.

®

. This part is too difficult for me. It's frustrating.

®

. Ms. Tate says this tune is the most challenging to play, so take your time.

®

. I can't. I have an appointment tonight, and the orchestra rehearsal is

tomorrow morning!

®

. Okay, you teach me a trick: First, play this part very slowly and then faster and faster.

®
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